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Abstract

Meta-analysis is one of the concepts of scientific methodology, and is a frequent but optional component of systematic
reviews of empirical research. Itjoins the results of several scientific studies and tests one or more interrelated scientific
hypotheses using quantitative (statistical) methods. This analysis can either use primary data from the original studies or
published (secondary) results of studies dealing with the same problem. Meta-analysis is used to obtain an estimate of the
magnitude of an unknown effect, and compare the results of different studies, identifying patterns or other relationships in
them, as well as possible sources of disagreement. Meta-analyses are the highest level of credibility within evidence-based
medicine (EBM), so meta-analysis results are considered as the most reliable source of evidence. Understanding all the
procedures of a meta-analysis will allow researchers to analyze the results of such studies correctly, as well as formulate
tasks when conducting meta-analyses on their own. In this article the reader will be introduced to key concepts such as
weighted effects, heterogeneity, the different types of statistical models used, and how to work with some of the types of plots
produced in meta-analyses.
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Ba3oBble acnekTbl MeTa-aHa/1M3a. YacTtb 1

A.FO. CyBopos, N.B. MatywkunHa”, K.A. lN'ynaesa, H.M. bynaHos, M.HO. HagnHckas,
A.A. 3ankunH
®IrAOY BO «[MepBblii MOCKOBCKMNiA FOCYAapPCTBEHHbIA MEAULNHCKNA yHUBEpCMTeT UM. .M. CeveHoBa»
MwuH3gpaBa Poccun (CeyeHOBCKUIA YHMBEPCUTET)
yn. Tpyb6eukas, 4. 8, cTp. 2, r. Mocksa, 119991, Poccus

AHHOTaLUSA

MeTa-aHa/n3 - 0fiHO U3 NMOHATWIA HAyUYHOI MeTOA0N0rMU. OH SIBNIIETCA YacThIM, HO He 06513aTe/IbHbIM KOMIOHEHTOM CUCTe-
MaTiyeckoro 063opa aMNMPUYECKNX UCCNE0BaHNIA. [ NPOBEAEHUs MeTa-aHanu3a 06beAMHSAIOTCS Pe3ybTaTbl HECKO/b-
KNX Hay4HbIX UCCMEAO0BaHNIA M OCYL|ECTBNAETCS NPOBEpKa OAHON WM HECKO/MbKNX B3aMMOCBS3aHHbIX HAyuHbIX rANOTE3
Mpy NOMOLLM KOMIMYECTBEHHBIX (CTATUCTMYECKMX) METOAO0B. [INs TaKOro aHanu3a MOXHO WCMO/b30BaTh NGO NEpBUYHbIE
LaHHbIE OPUTMHANbHBIX WCCNefoBaHuii, NMM60 0606liEHHbIE OMY6MKOBAHHbIE (BTOPUYHbIE) pe3ynbTaTbl UCCELOBAHMIA,
MoCBALLEHHbIE 0AHOI NpoGieme. MeTa-aHanu3 UCNob3yeTcs A1 NOMYYEHNs OLEHKM BEMMYNHLI HEN3BECTHOMO addhekTa,
a Takxe /19 CPaBHEHUS Pe3ybTaTOB Pas/MUHbIX UCCNEN0BaHWIA, BhISIBNISIET B HUX 3aKOHOMEPHOCTU UMK pyrie B3auMo-
CBSi3X, a TaKKe BO3MOXHbIE UCTOYHMKM pasHornacuii. MeTa-aHanu3bl 3aHAMAIOT BbICLIYIO CTYNeHb AOCTOBEPHOCTYA B KOH-
Lenuuu [oKas3aTesibHol MeAULUHbI, MOITOMY MX pe3y/bTaThl CUMTAIOTCH CaMbiM HAAEXHBIM UCTOUYHMKOM [0KA3aTe/bCTB.
MoHMMaHNe BCEX 3TanoB NPOBEJEHUs MeTa-aHann3a no3BOJUT HayYHbIM COTPYAHMKAM FPaMOTHO aHanN3NpoBaTh Pesyb-
TaThl TAaKUX MCCMEefOBaHuMi, a Takke hOpMynMpoBaTh 3adaui npu camMocToATeNbHOM NMPOBEAEHNN MeTa-aHanu3oB. B Ha-
CToslleit cTaThe YMTATE/b MO3HAKOMUTCS C TaKUMU K/IOUEBBIMU MOHATUSMU MeTa-aHanu3a, Kak B3BelleHHbIe aekTbl,
reTepPOreHHOCTb, Pas/nyHble TUMbI UCMO/b3YEMbIX CTATUCTUYECKNX MOJENel, a Takke HayunTcs paboTaTb C HEKOTOPLIMM
BUAAMM rpacdukoB, NOMyYaeMbix B MeTa-aHain3ax.

KnoueBble cnoBa: pasmep addekta; Mogenb ¢ pukcupoBaHHbIMKU 3hdhekTamMu; MOAENb CO CyyYalHbIMU 3 hekTamu;
reTeporeHHoCTb; aHaiu3 YyBCTBUTENIbHOCTY; PaHAOMU3MPOBAHHOE KOHTPOIMPYEMOE WUCCef0BaHue; KOropTHOe nccnepo-
BaHue
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List of abbreviations
Cl - confidence interval

Many original studies have similar research
objectives but often the research teams, patients,
research protocol and time intervals are different. The
results of such studies can be diverse and contradictory,
which hampers clinical decision-making. Evidence-
based medicine has led to the development of tools
for combining the results of numerous studies that
may differ in certain areas [1]. We get (a) invaluable
data whose effect can be traced in any groups (or,
conversely, only in specific ones) (b) information about
the variability of the effect when testing hypotheses
in different populations. Many similar studies are
replications of one large experiment, and, accordingly,
a larger number of replications increases the power and
the degree of confidence in the results.

There are several basic tools to evaluate the
combined results of the similar studies:

e Systematic reviews. Systematic reviews include all
studies to be found that meet certain strict inclusion
criteria. The inclusion criteria are designed to
meet the set of standards required for planning and
conducting research, as well as standard operating
procedures and results (for example, studies on
arterial hypertension, assessing blood pressure
according to cardiology international guidelines;

R
g

A%

o

NRT - non-randomized trial
RCT - randomized controlled trial

studies of specific surgery, conducted on the

international association guidelines).

» Meta-analyses. Meta-analysis not only summarizes
the results of the set of studies, but also quantifies
them. In fact, we need to know not only that the drug/
intervention has an effect, but also to assess its effect
size and the range of its variability.

In this review, we will mention the basic aspects of
conducting meta-analyses and tell you what to do after
searching the literature and doing most of the work for
a systematic review.

INCLUDING STUDIES IN META-ANALYSIS

PRISMA guidelines

A detailed description of the criteria and the
process of literary search is not the subject of this
review, but it is important to note that any creation of
a systematic review consists of a set of items. These
items are combined into a standard scheme called the
PRISMA flow diagram (Preferred Reporting Items for
Systematic Reviews and Meta-Analyses), by the name
of the relevant recommendations [2] (Fig. 1).

In reality, meta-analysis begins after the inclusion
is completed and the studies from which the data
extraction will be performed are available.

FIG. 1. PRISMA flow diagram template, adapted from M.J. Page et al. [2]
PWC. 1. Wa6nou notokosoit gnarpammsl PRISMA, agantuposaHa u3 M.J. Page u coasT. [2]
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The main guidelines for the initial and further steps
of practical interest to the reader are:

* Cochrane Handbook for Systematic Reviews of
Interventionsl - this guide is posted online and
describes in detail almost all literary search issues,
meta-analysis, basic skills in mathematical statistics
required for such work;

* PRISMA guidelines, which we discussed above [2].
These guidelines will help to maintain high

standards of writing systematic reviews and reduce
the number of possible errors and inaccuracies that
may complicate the continuation of the work. Meta-
analyses are widely used by drug companies, as well
as other commercial entities, and therefore observance
of guidelines standards is very carefully checked by
reviewers both when reviewing and when publishing
articles. Strict observance of regulation and guidelines
is the key to a successful publication.

EVALUATION OF POTENTIAL BIASES IN

PUBLICATIONS

After all suitable publications have been collected
for inclusion in a systematic review or meta-analysis,

PYKOBOACTBO MO BUOMEANUMNHCKOM CTATUCTUKE

it is necessary to evaluate them in terms of potential
biases.

Unfortunately, there are many sources of potential
bias, so special tools have been developed to allow
researchers to conduct a potential evaluation of
publications. Such tools are called risk of bias plots.

These plots can be built for studies with different
design types, primarily for randomized controlled trials
(RCT) (Fig. 2) and non-randomized trials (NRT) [3,
4] (Fig. 3). The plots below are called “traffic lights”.
The basic idea is that researchers conducting a meta-
analysis with the inclusion of RCTs (Fig. 2) review
each study separately and assess the risks associated
with the following five domains:

* randomization;

» deviations from intended interventions;
* missing data;

* measurement of outcome;

» selection of reported results.

The assessed risk is “high”, “some concerns” and
“low”.

ITNRTSs are included in the meta-analysis, we assess
the risks associated with the following seven domains:

Risk of bias domains / [loMeHbl pucka cCMeLeHni

D1/
a1

D2/
02

Study 1/
MccneposaHune 1

Study 2/
MccneposaHue 2

Study 3/

MccneposaHue 3

Study 4/

MccneposaHue 4

Study 5/

MccneposaHue 5
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D3/
ik}

D4/
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D5/
Jils

Overall /
O6Lan oueHKa

00000
COOOO®

© low / HU3KNKi

FIG. 2. Traffic light plot for randomized controlled trials, adapted from L.A. McGuinness et al. [5]
PWUC. 2. Anarpamma cBeTo(hop AN paHAOMM3NPOBAHHBIX KOHTPONMPYEMbLIX NCCNeA0BaHNiA, aganTuposaHa us L.A. McGuinness

n coasT. [5]

Note: risk of bias associated with the domains: D1 - randomization; D2 - deviations from intended interventions; D3 - missing data; D4 - measurement

of outcome; D5 - selection of reported results.

MpuMeyaHne: PUCKk CMeLLiEH!s, acCoLMMPOBaHHbIi ¢ foMeHamu: 1 - paHaomu3aLmeit; 12 - BMeWaTenscTBoM; A3 - NponyLieHHbIMI AaHHbIMK; 4 -

OLIEHKOIH KOHEUHOM Toukw; A5 - npejcTaBNeHUEM pe3ynbTaTos.

1 Cochrane Handbook for Systematic Reviews of Interventions version 6.2 (updated February 2021). Cochrane, 2021. Available from

https://training.cochrane.org/handbook/current
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Risk of bias domains / loMeHbl prcKa CMeLLeHN
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FIG. 3. Traffic light plot for cohort studies, adapted from L.A. McGuinness et al. [5]
PWC. 3. Aunarpamma cBeTohop 419 KOFOPTHBIX UCCNefoBaHuii, afanTuposaHa u3 L.A. McGuinness u coasT. [5]

Note: risk of bias associated with the domains: D1 - confounding; D2 - selection of participants; D3 - classification of interventions; D4 - deviations from
intended interventions; D5 - missing data; D6 - measurement of outcome; D7 - selection of reported results.

MpUMeyaHne: pUCK CMELLLEHNS, acCOLMNPOBaHHbIA ¢ AomeHamu: [1 - KoHhayHAMHT (BNUSiHME BMELLMBAKOLMXCS (hakTopoB); A2 - 0T60pOM W BKi0-
YeHWeM nauueHToB; 3 - BMeWaTenbCTBOM; [4 - pacxoxneHuem ¢ NpoTokosoM; A5 - NponylieHHbIMU AaHHbIMK; [6 - OLEeHKOW KOHEUHOI TOuKM;

[O7 - npefAcTaBneHuemM pesynbTaTos.

confounding;

selection of participants;

classification of interventions;

deviations from intended interventions;

missing data;

measurement of outcome;

selection of reported results.

The assessed risk is interpreted as “critical”,
“serious”, “moderate” and “low”.

Specified tools enable critical approaches to the
results obtained in the meta-analysis and consider
studies with a high risk of bias as less reliable. A
detailed description of the capabilities of this tool is
provided on a specialized website2

EFFECT SIZE IN META-ANALYSIS

The results of studies combined in a meta-
analysis are measured by an identical endpoint. This
measurement is an effect that has been achieved, or an
observed effect (abbreviated as 0 or Okfor each of the
k studies). The definitions of the effect, effect size and
effect size measuring are described in our publication
on statistical hypotheses testing [6].

There are two main concepts that allow us to
describe and measure the effect of several studies. Both

2 https://www.riskofbias.info/ (access date 01.11.2022).

concepts relate to certain statistical models, with fixed
and random effects, respectively.

Fixed (common) effects model

This is a model in which the studies included in
the meta-analysis are very similar to each other in
terms of design, number of patients, methodology,
evaluation of results and other items, and their
results or effects 0123 k are considered a single
sample from one general population of all possible
similar studies.

The probability distribution of such a population
has an expected value (the mean weighted by the
probabilities of possible values), which represents a
certain true effect size 0. Each study is a part of the
population, and several studies randomly taken from
such distribution (meta-analysis) is an ordinary sample,
respectively.

The observed effect of each study k will differ from
the true one by the error:

0= 0k+ ek

We believe that among several studies, the studies
with the smallest sample error . are the most accurate

(Fig. 4).
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The general population of studies /
eHepanbHas COBOKYMHOCTb UCCNef0BaHU

True effect size /
N cTUHHBIM pasMep athdekTa

PYKOBOACTBO MO BUOMEANUMNHCKOM CTATUCTUKE

Individual studies /
OTAeNbHble UCCNefoBaHMA

Number of patients
in the study /
Yucno nayneHToB
B MccnegoBaHum

Observed effects /
Habnogaemble ahexThl

FIG. 4. schematic representation of true and observed effects in studies using a fixed effects model
PUC. 4. CxemaTnuHoe npeactaBaeHne UCTUHHOTO M HabMoAaeMblX 3PHEKTOB B MCCNEA0BAHNAX MPU UCMONL30BAHUM MOAENN

C (DMKCUPOBAHHbLIMU ahheKTaMu

Note: ek- sampling error; grey line - true effect size; colored straight lines - observed effects.
MpumeyaHne: ek- BennYMHA BbIGOPOUHOI OLIMGKM; cepast MMHUA - UCTUHHBIA pasmep apdekTa; LBETHbIE NPsMble MHUK - HabngaeMble APGEKTHI.

A sample from several studies {1,2,3,...k} must have
some central tendency or expected value indicating the
true effect size. Thus, using the definition of expected
value as a mean weighted, we get:

w,0, + w.0, + w.0, + ... + w.0.
0_ W+, + Wg+ ... +Wy

where

» 0- weighted effect size for k studies resulting from
meta-analysis;

» 0Ok- the observed effect of the study k;

* wk- study weight k.

However, it is still unclear how to achieve the
weight of each study. We know that the observed
effect obtained in study k is a point estimate. Study k
includes a certain set of patients, n. The standard error
is a measure of the variability of the effect Ok and is
calculated as:

where
* 0 - the standard deviation of the effect Oy in the
study k;
* n - number of patients in the study k.
In a fixed effects model, the inverse variance method
is one of the ways to calculate weights:

1
wk 5%5
where

» s2- the square of the standard error of the effect Ok

in the study k;

* wk- weight of the study k.

Thus, in amodel with fixed effects, the weight of any
study is inversely related to the inverse effect error in
the study and directly related to the number of patients
included in the study. The model implies that only the
number of patients can affect the weight of the study.

This concept seems to be overly simplified, because
in the real world, there are a huge number of different
factors apart from the sample size.

Random effects model

If we combine different designs (RCTs, cohorts,
etc.) in a meta-analysis studies conducted in different
periods of time, in different countries, in hospitals with
different standards of medical care, with intervention
protocols according to different clinical guidelines,
we will need a model that will take into account not
only differences in sample size, but also the above-
mentioned factors.

In this type of model, the effect for each study
included in the meta-analysis is a sample from its own
set of effect sizes and differs from the expected value of
its own set by the E(Fig. 5).

If we included k studies in the meta-analysis, there
are k samples from k different general populations.
At the same time, k populations have their own
distribution with the expected value represented by
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Distribution of several general populations /
PacnpefieneHvie HeCKONbKUX FreHepanbHbIX
COBOKYMHOCTEN

Individual studies /
OTaeNbHbIE NCCNEA0BaHNS

General populations /
"eHepa/bHble COBOKYMHOCTY

Observed effects /
Habntogaemble ahdeKTbl

Observed effects /
Habntogaemble athdeKTbl

True effect size /
WCTUHHBI pa3mep adhekTa

FIG. 5. Schematic representation of true and observed effects in studies using a random effects model
PNC. 5. CxemaTnuHoe npeacTasneHne UCTUHHOTO U Hab/OAaeMblX 3 (MEKTOB B MCCNEA0BAHMAX NPU UCMONb3OBAHMN MOAENN CO
cnyydaiiHbIMK 3 hekTamm

Note: £k- error of each general population; ek- sampling error; grey line - true effect size; colored dotted lines - observed effects in general populations;
colored straight lines - in individual studies.

MpymeyaHne: £k - BenMUMHA OLWMOKY KaXKOON reHepanbHON COBOKYMHOCTY; ek- BennYMHa BbIGOPOYHON OLUMOKM; cepast NMHUS - UCTUHHBIA pasmep
a(hthekTa; LBETHble MYHKTUPHbIE MMHUKM - Habnogaemble 3(eKTbl B reHepabHOW COBOKYMHOCTY; LIBETHbIE NPAMbIE IMHWW - B OTAENbHbIX MCCNeao-

BaHUAX.

weighted effect size, and each general population
differs from the expected value of its distribution by
£k This overall distribution has a point estimate, which
corresponds to the meta-analysis weighted effect, 0,
and variance €2

Thus, the point estimate of the effect in each study
among k differs from the weighted effect the following
way:

0=0k+S +~

The parameter  combines the differences that are
not related to the sampling error.

The model that uses this logic is called the random
effects model. The individual studies weights in such a
model are calculated the following way:

1

W  s2+ T2’
where

» s2- the square of the standard error of the effect Ok
in the study k;

* wk- study weight k;

* t2- the variance of several general populations.
And the weighted effect is calculated in the same

way as for the fixed effects model:

w1+ why+ whg+  + w0y
Wt Wo+ Wgt .. + W -

where

» 0- weighted effect size for k studies resulting from
meta-analysis;

» 0Ok- the observed effect of the study k;

e wk- study weight k.

Various mathematical approaches are used to
calculate parameter t2 most often DerSimonian-
Laird, Restricted Maximum Likelihood, Maximum
Likelihood, Paule-Mandel estimators but there are
others [7-9]. The choice of a specific method depends
on the type of measurement of endpoint and on the
specific situation, therefore it requires consultation
with a biostatistician.

HETEROGENEITY ASSESSMENT
We discovered that the studies included in the meta-
analysis can vary significantly, moreover, depending
on these differences, one or another analysis model is
chosen. Is there any measure that can assess the degree
of differences? Can we somehow explain the degree of
differences and is it necessary? How to determine which
studies are more different from others? The concept of
heterogeneity can answer all these questions.
Heterogeneity depends on many things, with the
most common being:
» incorrect selection of studies for meta-analysis;
» the presence of overt and covert moderating factors
that affect the weighted effect (the moderator actually
creates subgroups with different effect sizes);

10 CEUYEHOBCKWIN BECTHUK T 14, Ne 1, 2023 / SECHENOV MEDICAL JOURNAL VOL. 14, No. 1, 2023



» asmall number of studies included in meta-analysis.
When a researcher encounters  excessive
heterogeneity, such as in a situation where a number
of studies have opposite effect direction, or where
effect sizes are substantially different, it is necessary
to understand whether there is an erroneous inclusion
of studies in the meta-analysis. An attempt to combine
studies in which completely different parameters were
evaluated will lead to huge heterogeneity and will not
answer the meta-analysis question. The results of such

a meta-analysis will be highly doubtful.

If we believe that there is no error at this stage,
it is necessary to look further for the cause of high
heterogeneity. For example, when non-standardized
parameters are used, it is necessary to try to use
standardized instead. If several parameters are measured
on different scales or differ significantly on inclusion
between studies, standardization makes it possible to
smooth out such differences.

The next reason for the high heterogeneity is the
presence of covert and overt moderators or confounders.
For example, when assessing the prevalence of
cardiovascular diseases, sex and age group of patients
are obvious moderators. The inclusion of a moderator
and the assessment of its impact on the effect and
heterogeneity is carried out using meta-regression
analysis or meta-regression. Further analysis of
subgroups can significantly reduce heterogeneity.

Finally, a small number of studies in a meta-analysis
can result in high heterogeneity.

There are 2 main types of heterogeneity by Rticker
[10]:

* Heterogeneity due to the design or basic
characteristics. The reason is an attempt to combine
in a meta-analysis studies of different design
(including the study type, the exposure status, the
way to results evaluating, the duration of their
evaluation and other parameters), as well as studies
that are highly heterogeneous by cohorts of patients.
This type of heterogeneity can lead to statistical
heterogeneity;

» Statistical heterogeneity results from the accuracy of
the estimation and variability of the effect size. This
type of heterogeneity can already be quantified. One
of the reasons (but not in all cases) for statistical
heterogeneity can be design-driven heterogeneity.

Methods to measure heterogeneity

Cochran's Q

We looked at two types of models and realized that
there is an observable effect Okof a certain study k, as
well as aweighted effect that we calculate Ofor all meta-
analysis studies. We also remember that each study
has its own weight wk The deviation of the observed
effect from the weighted one can be directed in both the
direction with a plus sign or a minus sign. If we square
the deviation, it will not depend on the direction.

PYKOBOACTBO MO BUOMEANUMNHCKOM CTATUCTUKE

The sum of the weighted squares of such deviations
is called Cochran’s Q:

Q =w101- 0)2 + w202- 0)2 +
+w (0 - 0)2

We can calculate the deviation of the observed effect
from the weighted one for all studies.

The Cochran’s Q is distributed as a x2 statistic with
K - 1 degrees of freedom, where K is the number of
studies in the meta-analysis.

Cochran’s Q will grow with an increase in the
number of studies in the meta-analysis, as well as with
the presence of large studies with many patients in it.

Higgind & Thompsons 12

| 2-statistic

12 is calculated from Cochran’s Q and describes
the percentage of heterogeneity which is not caused
by sampling error £k A null hypothesis occurs when
there is no heterogeneity, and Cochran’s Q follows
a distribution of x2 with K - 1 degrees of freedom
(expected heterogeneity). Butwe also have the observed
heterogeneity of Q. Then the deviation of the observed
heterogeneity from the expected one is:

= Q- (K- 1)
Q

and is expressed in unit fractions or a percentage.

Heterogeneity can be qualified as low, moderate,
and high, with upper limits of 25%, 50% and 75%,
respectively [11].

H 2-statistic

H 2statistic calculates the ratio of Q-statistics to K -
1. If there is no heterogeneity, then the value tends to
1; higher values indicate the presence of heterogeneity
between studies.

- Q
HZ_K- im

Heterogeneity ofvariance 2

The true weighted effect has its own variance «2
and standard deviation «. This parameter is used to
evaluate the measure of heterogeneity and has the same
dimension as the effect in studies in meta-analysis. If
we know the calculated weighted effect size 0 in the
meta-analysis, we can estimate the 95% confidence
interval (Cl) of the true effectas 0+ 1,96 X .

SENSITIVITY ANALYSIS

Sensitivity analysis shows how individual studies
can influence the weighted effect, and how stable the
results of the meta-analysis are. The leave-one-out
is one of the most used methods for the evaluation
of sensitivity. Each study is excluded from the meta-
analysis on an individual basis, then the weighted effect
size and heterogeneity are recalculated. Serious changes
in the effect size and adecrease in heterogeneity indicate
that the excluded study has a significant impact on the
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overall result. If at the first stage in the “traffic light”
plot the study has a high/some concern risk of bias, then
at the stage of using the leave-one-out method it may
be an outlier, and it will be necessary to consider the
feasibility of its presence in the meta-analysis.

Graphically, the results of the sensitivity analysis
are presented in Figure 6.

In the example from Figure 6, the weighted effect
obtained in the meta-analysis is the mean difference and
amounted to 0.16 [0.1; 0.23]. We see that when studies
are excluded from meta-analysis on an individual basis,
the weighted effect does not change significantly. At
the same time, according to 12 statistics, the exclusion
of the Protocol 162A study significantly reduces
heterogeneity to 5%. This study requires close attention
since its presence causes high heterogeneity in the
whole meta-analysis.

Sensitivity analysis evaluates how the weighted
effect changes when excluding studies that received
“high” and “very high” risk levels when assessing
potential risks of bias. If, when one excludes one of
these studies, they significantly influence the effect (for
example, when, after excluding high-risk studies, 95%
Cl of the new weighted effect ceases to include the
point estimate of the weighted effect before excluding
studies), it is necessary to reconsider the need to include
high-risk studies in the meta-analysis.

FOREST PLOT

Forest plot is the most common way to summarize
the results of a meta-analysis in a single image. It
shows the studies included in the analysis, the effect
of each one of them, the weighted effect, as well as a
set of additional parameters, for example, the weights
of each study, parameters of heterogeneity, the type

Study Mean Difference
Omitting Protocol 154

Omitting Protocol 156

Omitting Protocol 157

Omitting Protocol 162A

Omitting Protocol 163

Omitting Protocol 166

Omitting Protocol 303A

Omitting Protocol 306

Common effect model

-0.2 .01 0 0.1

of chosen statistical model (fixed or random effects).
By using forest plots, you can separately duplicate the
effect sizes and their 95% CI, as well as the weighted
effect and their 95% CI.

The size of the points on the plot that characterize a
particular study is often associated with the weight of
the study (the points of the largest size are associated
with studies with the highest weight, respectively). A
common forest plot is shown in Figure 7. The research
data are taken from the materials accompanying the
meta library of the R programming language [12].

From Figure 7, we can see the names of the studies
and the year of results publication, the characteristics
of the test and control groups (quantities, means and
standard deviations required to calculate the standard
error), the effect size (in this case, mean difference, MD)
and its 95% CI, weights in fixed and random effects
models, weighted effect for both types of models, as
well as heterogeneity parameters.

We also see a chart showing all the same effect sizes
in studies (represented by squares, the size of which
proportional to weights) and the weighted effects
for fixed and random effects models (represented by
diamond).

A solid vertical line is known as the “line of null
effect”. If 95% of the CI of individual studies or
weighted effects pass through the “line of null effect”,
the study data is said to be statistically insignificant,
and there is a high probability that the observed point
estimates are random.

In this example, Floral 1971 was the only study
where a significant effect was observed; its weight was
the highest in both fixed and random effects models
(38.6% and 33.3%, respectively). The fixed effects
model showed a significant effect, the means difference

MD 95%-C| P-value Tau?2 Tau 12

<0.01 0.0080 0.0896 45%
<0.01 0.0076 0.0872 47%

0.14 [0.07; 0.21]
0.15 [0.08; 0.22]

0.16 [0.10; 0.23] < 0.01 0.0090 0.0949 51%
0.18 [0.12; 0.25] <0.01 0.0004 0.0203 5%
0.16 [0.09; 0.23] <0.01 0.0099 0.0993 51%
0.17 [0.10; 0.24] < 0.01 0.0082 0.0904 49%
0.15 [0.09; 0.22] < 0.01 0.0028 0.0527 27%
0.17 [0.10; 0.24] < 0.01 0.0099 0.0994 51%

0.16 [0.10; 0.23] < 0.01 0.0066 0.0812 43%

0.2

FIG. 6. Forest plot showing sensitivity analysis, adapted from S. Balduzzi et al. [12]
PUC. 6. dopecT-guarpamma, [eMOHCTPUPYIOLLaA aHannM3 YyBCTBUTENbLHOCTH, aganTuposara u3 S. Balduzzi n coasT. [12]

Note: MD - Mean difference; Cl - confidence interval; 12 - Higgin's & Thompson's [2statistic / 12statistic.
Mpumevanue: study - uccneposanne; MD - Mean difference, pastuua cpegtunx; Cl- confidence interval, goBepuTenbHbI HTEpBan; P-value - 3Haye-
Hue p; 12 - Higgin's & Thompson's I2statistic / 2statistic, ActatucTuka Xurruica u TomncoHa / Actatuctuka; common (fixed) effect model - mogens

C (PUKCMPOBaHHLIMU 3ghhekTamu.
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Experimental Control
Study Total Mean SD Total Mean SD
Davis 1973 13 50047000 13 650 38000
Horell 1971 0 49017100 0 610 23000
Gruen 1975 3H 2250 34400
Hart 1975 20 1250 14700 20 1230 16600
Wilson 1977 8 65007600 8 738 14100
Common effect model 106 126

Random effects model

Heterogenaity: 12 =20u, «2 =0.2742,, =023

35 2490 10,6500 — et

PYKOBOACTBO MO BUOMEANUMNHCKOM CTATUCTUKE

Weight Weight

Mean Difference MD 95%-Cl (common) (random)
150 [479 179 28%  529%

T -1.20 [-208; 0. B B3N

i 240 [611; 130 229  41%

020 [077; 11 L% 3N06%

i 088 [19 023 245% 268%

ol -0.71 [-1.26;-0.16] 100.0% —

<> - . : - %

1 1 11, 0.75 [-1.53; 0.03] 100.0%

FIG. 7. Forest plot showing the weighted effect, adapted from S. Balduzzi et al. [12]
PWC. 7. Forest-guarpamma, AeMOHCTPUPYIOLLas B3BELW HHbIN 3deKT, agantuposaHa u3 S. Balduzzi u coasT. [12]

Note: SD - standard deviation; MD - mean difference; Cl - confidence interval; 12- Higgin's & Thompson's I2statistic / I2statistic; t2- Tau-squared.
Mpumeyanne: study - uccnegosanne; experimental - akcnepumeHTanbHas rpynna; control - KOHTposibHas rpynna; total - o6Liee 3HayeHue; mean -
cpegHee 3HadeHue; SD - standard deviation, ctaHgapTHoe oTknoHeHue; MD - mean difference, pasHuua cpegHux; Cl - confidence interval, go-

BEpUTENbHbLIA MHTepBan; weight (common) - Beca B Mofenu ¢ (ukcMpoBaHHbIMK adhdhektamm; weight (random) -

Beca B mogenu co Cﬂy‘iaﬁHbIMl/I

atphektammu; common (fixed) effect model - mogens ¢ dukcupoBaHHbIMK addhekTamu; random effect model - mogens co cnyyaiiHbiMi achdhekTamu;

heterogeneity - reteporeHHocTb; 12- Higgin's & Thompson's
squared, Tay-kBagpar; P-value - 3HaueHue p.

was -0.71 [-1.26; -0.16], while the random effects model
was insignificant, since the point estimate was -0.75,
and 95% Cl included zero [-1.53; 0.03] according to the
results of the meta-analysis

CONCLUSION

In this section of the article, we have introduced
the reader to the stages of including studies in meta-
analysis, reviewed the existing guidelines that you
need to familiarize with when writing a meta-analysis,
analyzed in detail the process of creating weights,
various types of models used in meta-analyses. We also
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